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Introduction

Machine reading comprehension (MRC) with unanswerable questions is a
central task in NLU. It requires the the machine to predict the correct
answer as well as to determine the answerability on the given passage.

Question: Who can be in the Victorian cabinet?

Context Paragraph: The Premier of Victoria is the leader of the political party or coalition with the most seats in the
Legislative Assembly. The Premier is the public face of government and, with cabinet, sets the legislative and political
agenda. Cabinet consists of representatives elected to either house of parliament. It is responsible for managing areas of
government that are not exclusively the Commonwealth’s, by the Australian Constitution, such as education, health and
law enforcement. The current Premier of Victoria is Daniel Andrews.

Ground Truth Answers: (1) representatives; (2) representatives elected to either house of parliament; (3) representa-
tives elected to either house of parliament

Figure 1: An example of SQUAD2.0 (Question, Context, Answer) triplel!
» The paragraphs are from Wikipedia and half questions are not
answerable.

> If a question is answerable, then the answer is a span of text in the
context paragraph.

1 Check more examples on the challenge website:

https://rajpurkar.github.io/SQuAD-explorer/explore/v2.0/dev/
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Motivation

Retrospective Reader: proposed by Zhang et al. (2020). It's shown
that the retro-reader over ELECTRA backbone improves both the EM
and F1 significantly and achieves the state-of-art results. It mimics
human reading in the following way:
» scan the text to get a coarse judgement — sketchy reading module
> read the text again to determine the final answer — intensive
reading module + rear verification

Goal: examine the effectiveness of the retrospective reading idea along
the non-PCE(Pre-trained Contextual Embeddings) track.

Retro-BiDAF: retrospective reading + BiDAF (Seo et al., 2016)
backbone + GloVe word embeddings.
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Retro-BiDAF Model Architecture

Sketchy Reading Module
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Figure 2: Retro-BiDAF Model Architecture
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Sketchy Reading Module

Sketchy Reading Module

Embedding]—»[ Encoder HAltention ]«[ Refining H E-FV ]

Figure 3: Sketchy Reading Module

1. Embedding: GloVe word embeddings + a projection layer + a
Highway Network

2. Encoder: a one-layer bidirectional LSTM

3. Attention: a bidirectional attention flow layer to get better context
representations.

4. Refining: a two-layer bidirectional LSTM to incorporate the
temporal information between context conditioned on the question.

5. External Front Verification (E-FV): a fully connected layer to get

classification logits.
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Sketchy Reading Module (Con't)

Training Objective: Binary Cross Entropy loss
1 n
L > lyilog 9i + (1 — yi) log(1 — 9))],
i=1

where y; oc SoftMax (Linear(my)) denotes the predicted probability by
E-FV, y; is the binary target indicating the answerability, and n is the
number of samples in the training dataset.
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Intensive Reading Module

Intensive Reading Module

[Embedding]—v[ Encoder H Attention ]«[ Refining
Span Prediction

Figure 4: Intensive Reading Module

| S

Internal Front Verification (I-FV): a fully connected layer to get
classification logits.

Lans — _ = Z[y’ Iogy, ]_ — y,) Iog(l — Vi )]

where y; oc SoftMax (Linear(my)) denotes the predicted probability by
[-FV and y; is the binary target indicating the answerability.
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Intensive Reading Module (Con't)

Span Prediction: a one-layer bidirectional LSTM + two fully connected
layers + softmax to get the soft prediction probabilities s, e € RV.

Training objective: the sum of the cross entropy loss for the start and end
predictions,

1 n
Lo = = log(s,s) + log(eye
nzl[ g( y,-)“‘ g( y,-)]a
where s is the probability that the answer starts at position k in the

context, and ¢ is the probability that the answer ends at position / in the
context, and y?, y¢ are the target start and end positions of example .

Joint Loss: span prediction and |-FV are trained jointly.
IL — alLspan + a2]]_‘an5’

where are a1 and o are weights.
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Inference
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Figure 5: RV + TAV

Rear Verification (RV): aggregate the predicted probabilities given by
E-FV (¥)and I-FV (¥).
V= ﬁl}l} + 62)77

where 81 and (3, are weights.
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Inference (Con't)

Threshold-based Answerable Verification (TAV): with a pre-specified
threshold §, predicts the answer span if scoreg;s > 0 and N/A otherwise.

scorep,s = max(sk - €),1 < k <[/ <N,
scorens = A1(so - €) + A2 v2,

SCOregiff = SCOrepss — SCOr€n;.

where A1 and A are weights.
Discretized Predictions: Choose the pair (k, /) of indices that

maximizes sy - €/ subject to k < [ and | — k+ 1 < Liax, where L,y is a
hyperparameter.
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Experiment Setup

v

BiDAF baseline model: Adadelta optimizer with learning rate 0.5, no
L2 penalty. The batch size per GPU is 64 and the number of epochs
is 30 (plateau at epoch 22).

Sketchy reader: Adam optimizer with a warm-up learning rate 0.02.
The number of epochs is 10(plateau at epoch 5).

Intensive reader: similar to the BiDAF baseline model except the
number of epochs is 50 (plateau at epoch 47).

Weights: a1 =ay =1 =02=A1 =X =0.5.
The threshold § = —0.006 is tuned w.r.t. F1 using the dev set.
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Experiment Results

Evaluation Metrics

» Exact Match (EM): a binary measure of whether the output matches

the ground truth answer exactly.
» F1: the harmonic mean of precision and recall.

» Answer vs. No Answer (AvNA): classification accuracy when we only

consider answerability prediction.

Evaluation Results

Dev
Model EM FI  AvNA

BiDAF baseline 58.28 55.13 64.70
Retro-BiDAF 61.15 59.45 63.94

Table 1: The results (%) from single models for SQUAD2.0 challenge.
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Prediction Examples |

dev/13_of 25/text_summary
tag: dev/13_of_25/text_summary

step0

* Question: What is the process inwhich neutrophlls move towards the site of inflammation called?
« Context:

and other debris, and as antigen-presenting cells that activate the adaptive immune system.
« Answer: chemotaxis
« Prediction: chemotaxis

that travel throughout the body in pursuit of invading pathogens. Neutrophils are normally found in the bloodstream and are the most
abundant type of phagocyle ormaly representing 60% o 60°% of he total ctculating Jeukocytes. Durng the acute phase of nflammation paricularly as a result of bacteril infection. neuirophils
migrate toward the site of inflammation in a process called chemotaxis, and are usually the first cells to arrive at the scene of infection. Macrophages are versatile cells that reside within tissues and
produce a wide array of chemicals including enzymes, complement proteins, and regulatory factors such as interleukin 1. Macrophages also act as scavengers, ridding the body of worn-out cells

dev/13_of_25/text_summary
tag: dev/13_of 25/text_summary

step0

* Question: What is lhe process in which neutrophils move towards the site of inflammation called?

and other debris, and as antigen-presenting cells that activate the adaptive immune system.
* Answer: chemotaxis
« Prediction: chemotaxis

« Context: are that travel throughout the body in pursuit of invading pathogens. Neutrophils are normally found in the bloodstream and are the most
abundant type of phagacyle, normally representing 50% to 60% of the total circulating leukocytes. During the acute phase of inflammation, particularly as a result of bacterial infection, neutrophils
migrate toward the site of inflammation in a process called chemotaxis, and are usually the first cells to arrive at the scene of infection. Macrophages are versatile cells that reside within tissues and
produce a wide array of chemicals including enzymes, complement proteins, and regulatory factors such as interleukin 1. Macrophages also act as scavengers, ridding the body of worn-out cells

Figure 6: Both models succeed on answerable questions
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Prediction Examples Il

dev/3_of_25/text_summary  testbasaline-01 ]
tag: dev/3_of_25/text_summary

step0

Question: What s an expression that can be used to illustrate the suspected inequality of complexity classes?

« Context: Many known complexity classes are suspected to be unequal, but this has not been proved. For instance P < NP < PP < PSPACE, but it is possible that P = PSPACE. If P is not equal to NP,
then P is not equal to PSPACE either. Since there are many known complexity classes between P and PSPACE, such as RP. BPR, PP, BQR. MA, PH, etc, it is possible that all these complexity classes

collapse to one class. Proving that any of these classes are unequal would be a major breakthrough in complexity theory.

Answer: P ¢ NP ¢ PP ¢ PSPACE

« Prediction: unequal

dev/3_of_25/text_summary
tag: dev/3 of_25/text_summary

step0

« Question: What is an expression that can be used to illustrate the suspected inequality of complexity classes?

« Context: Many known complexity classes are suspected to be unequal, but this has not been proved. For instance P ¢ NP ¢ PP ¢ PSPACE, but it is possible that P = PSPACE. If P is not equal to NP,
then P is not equal to PSPACE either. Since there are many known complexity classes between P and PSPACE, such as RP, BPP, PP, BQP, MA, PH, etc, it is possible that all these complexity classes

collapse to one class. Proving that any of these classes are unequal would be a major breakthrough in complexity theory.

Answer: P ¢ NP ¢ PP ¢ PSPACE

« Prediction: N/A

Figure 7: Both Models fail on answerable questions
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Prediction Examples Il

dev/21_of 25/text_summary
tag: dev/21_of_25/text_summary

step0

« Answer: Taoism
« Prediction: Tibetan

« Question: What religion did the Yuan discourage, to support Buddhism?

« Context: Western musical instruments were introduced to enrich Chinese performing arts. From this period dates the conversion to Islam, by Muslims of Central Asia, of growing numbers of
Chinese in the northwest and southwest. Nestorianism and Roman Catholicism also enjoyed a period of toleration. Buddhism (especially Tibetan Buddhism) flourished, although Taoism endured
certain persecutions in favor of Buddhism from the Yuan Confucian practices and based on 5, which had fallen into disuse in north China during
the period of disunity, were reinstated by the Yuan court, probably in the hope of maintaining order over Han society. Advances were realized in the fields of travel literature, cartography, geography,
and scientific education.

dev/21_of 25/text_summary
tag: dev/21_of_25/text_summary

tostretro_seader-01

step0

and scientific education.
« Answer: Taoism
« Prediction: Taoism

« Question: What religion did the Yuan discourage, to support Buddhism?
« Context: Western musical instruments were introduced to enrich Chinese performing arts. From this period dates the conversion to Islam, by Muslims of Central Asia, of growing numbers of
Chinese in the northwest and southwest. Nestorianism and Roman Catholicism also enjoyed a period of toleration. Buddhism (especlslly Tibetan Buddhism) flourished, aithough Taoism endured
certain persecutions in favor of Buddhism from the Yuan Confucian practices and 3
the period of disunty, were reinstated by the Yuan court. pobably n the hope of maintaning order over Han society. Advances were ealized i the el of travel Ierature cartography. Ge0graphy.

which had fallen into disuse in north China during

Figure 8: Retro-Reader outperforms baseline
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Prediction Examples IV

dev/5_of_25/text_summary

tag: dev/5_of_25/text_summary

step0

Question: What country was under the control of Norman barons?
Context: Subsequent to the Conquest, however, the Marches came completely under the dominance of William's most trusted Norman barons, including Bemard de Neufmarché, Roger of
Montgomery in Shropshire and Hugh Lupus in Cheshire. These Normans began a long period of slow conquest during which almost all of Wales was at some point subject to Norman interference.
Norman words, such as baron (barwn), first entered Welsh at that time.

Answer: Wales

Prediction: Wales

dev/5_of_25/text_summary tostroto_reador-01
tag: dev/5_of_25/text_summary

step0

 Question: What country was under the control of Norman barons?

« Context: Subsequent to the Conquest, however, the Marches came completely under the dominance of Williamis most trusted Norman barons, including Bernard de Neufmarché, Roger of
Montgomery in Shropshire and Hugh Lupus in Cheshire. These Normans began a long period of slow conquest during which almost all of Wales was at some point subject to Norman interference.
Norman words, such as baron (barwn), irst entered Welsh at that time.

« Answer: Wales

« Prediction: N/A

Figure 9: Baseline outperforms retro-reader
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Conclusion

> Retro-BiDAF is proposed to check the effectiveness of retrospective
reading along the non-PCE track.

» The idea of retrospective reading indeed helps improve the model
performance with respect to EM and F1.

» More effort is needed to investigate the downgrade of AvNA.

» Code and report are accessible at:
https://github.umn.edu/YANG6367/squad.
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