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Step l i

g
exponential family Find out T as comple

SS
involves LgTco T as sufficient

Step 2 check the probability distribution of T

Step3 Try to find an unbiased estimator Sexy

If discrete then use conditional probability

Tf continuous then use conditional density
El Six IT

Step 4 If cannot find an unbiased estimator

Sf involves If 1 0 or Lg1 o then

TESet geo take derivative

If not use Taylor series Sc 17 21CnTn
FtSc T 910
match the cooefs of polynomial terms



Convergence

a s convergence
is Bond Cantelli lemma

An Hn X E
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equivariant estimator

step i Get the density find the complete
and sufficient statistics T

Step 2 i Try to find Socx

ai T
cii usual mean median MLE
iii order statistics

step 3 check the loss
cis loss is general

argnginElo Pc Sox V Y
iiis loss is squared loss

Elo1 Soil Y
ciii loss is absolute loss

median of SOCHI Y
c Basu's

iv if 4 is ancillary Socx is T
then v argwyinFo pcs.cl vs

v if f is n 1 dimensional V c



Step 4 If fix es Xn S is easy to get
cis general pe

S't argmin Sped
a f Xi u xn ie du

d
S fix u xn a du

ii p is squared loss

Pitman estimator

c x fUfcXi U Xn w du

f fix u Xn a du



Prove convergence in probability

Slutsky's theorem

Markov's inequality Pc 1 1 E e EY
Chebyshev's inequality Pc Ix Ml e e Vad

EZ



F M algorithm

X is the incomplete data Y is the complete
data

E step Y EE YI 047

M step under Y get MLE 0 Sc Y

Ocp g yep

For mixture model such as the following
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